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Jaeyoung Lee | Curriculum Vitae

General Information

Address: Christabel Pankhurst Building, Dover St, Manchester, United Kingdom M13 9PS.

Mobile: +44 07918 718261

E-mail: jaeyoung.lee@manchester.ac.uk

Websites: Homepage (jaeyounglee.netlify.app) | LinkedIn | GoogleScholar | ResearchGate

Published: 16 journal, 27 conference and 3 workshop articles.

Affilations

Jan. 2024–Present Research Fellow at Centre for AI Fundamentals co-led by Prof. Samuel Kaski,

Computer Science, University of Manchester, UK.

Conducting research on reinforcement learning, AI-assistant and user-modeling

Collaborating with postdoctoral researchers and PhD candidates

Feb. 2021–Mar. 2022 Research Associate
at WISE Lab. led by Prof. Krzysztof Czarnecki,

Jan. 2018–Jan. 2021 Postdoctoral Fellow
(excl. Jan. 2020)

Electrical and Computer Engineering, University of Waterloo, ON, Canada.

Conducted research on (safe) reinforcement learning (RL) and autonomous driving

Collaborated interdisciplinarily in RL / deep learning / formal verification / control theory

Mentored and collaborated with graduate students in WISE Lab. and NII in Japan

Aug. 2015–Dec. 2017 Postdoctoral Fellow at RLAI Lab. led by Prof. Richard S. Sutton,

Computing Science, University of Alberta, AB, Canada.

Conducted research on reinforcement learning and optimal control

Studied reinforcement learning from AI-perspectives

Mentored and collaborated with graduate students and visiting employees from industry

Education

Sep. 2007–Aug. 2015 Ph.D. in Electrical and Electronics Eng., Yonsei University, Seoul, South Korea. GPA 4.0/4.3

Dissertation: Integral Reinforcement Learning and Adaptive Inverse Optimal Control
for Continuous-time Dynamical Systems

Supervisor: Prof. Jin Bae Park

Mar. 2002–Aug. 2006 B.E. in Information and Control Eng., Kwangwoon University, Seoul, South Korea. GPA 4.0/4.5

Minor: Electronics Engineering

Current Research Interests

Reinforcement Learning for AI-Assistant and User-Modeling

Inverse (constrained) reinforcement learning for user-modeling with computational rationality

Model-based Bayesian reinforcement learning for AI-assistant

Experimental-design-based exploration and exploitation trade-off for better modeling and decision-making

mailto:jaeyoung.lee@manchester.ac.uk
https://jaeyounglee.netlify.app
https://www.linkedin.com/in/jaeyoung-lee-444ab5a5/
https://scholar.google.ca/citations?user=Zh7PeGUAAAAJ&hl=en
https://www.researchgate.net/profile/Jaeyoung-Lee-24
https://www.ai-fun.manchester.ac.uk
https://research.manchester.ac.uk/en/persons/samuel.kaski
https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://uwaterloo.ca/electrical-computer-engineering/profile/k2czarne
https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://www.nii.ac.jp/en/
http://rlai.ualberta.ca
http://incompleteideas.net
https://www.yonsei.ac.kr/en_sc/
http://jaeyounglee.netlify.app/Ph.D.Dissertation/Jaeyoung_Dissertation.pdf
https://yonsei.pure.elsevier.com/en/persons/jin-bae-park
https://www.kw.ac.kr/en/
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Other Research Interests

(Safe/Deep) Reinforcement and Imitation Learning; Their Applications to Autonomous Driving

(Deep) reinforcement learning under safety requirements and/or hierarchical decision-making architecture

Distillation, imitation and explanation of a DQN policy

Advanced prioritization techniques (such as PER) for deep reinforcement learning

Applications to autonomous driving through simulations, quantitative evaluations and transfer RL

Reinforcement Learning, Dynamic Programming and Adaptive Optimal Control

Dynamic programming and reinforcement learning in stochastic/deterministic environment

(Adaptive) optimal control based on reinforcement learning and dynamic programming principles

Theory (e.g., regarding stability and optimality) on adaptive and/or optimal control of dynamic systems

Multi-agent Systems and Control for Autonomous Driving

Game-theoretic, receding horizon maneuver planning for behavioural decision-making in autonomous driving

Multi-agent dynamic systems with distributed consensus, and its applications to vehicles’ formation control

Selected Publications (∗ contributed equally)

Constrained Reinforcement Learning for Safety-Critical Systems

Uniformly Constrained Reinforcement Learning
(2024) Lee, J.

∗
, Sedwards, S.

∗
& Czarnecki, K. JAAMAS, 38 (1). Part of a collection MODeM.

Recursive Constraints to Prevent Instability in Constrained Reinforcement Learning (cited: 1) [ video | slides ]
(2021) Lee, J.

∗
, Sedwards, S.

∗
& Czarnecki, K. In: Proc. 1st MODeM 2021, Hayes, Mannion, Vamplew (eds.). Virtual.

Distillation and Imitation of Deep Q-Network by Decision Tree, for Formal Verification

Non-Divergent Imitation for Verification of Complex Learned Controllers (cited: 1) [ video | slides ]
(2021) Abdelzad, V.

∗
, Lee, J.

∗
, Sedwards, S.

∗
, Soltani, S.

∗
& Czarnecki, K. In: 2021 IJCNN. Virtual.

Improved Policy Extraction via Online Q-Value Distillation (cited: 2)

(2020) Jhunjhunwala, A., Lee, J., Sedwards, S., Abdelzad, V. & Czarnecki K. In: 2020 IEEE WCCI (IJCNN). Virtual.

Deep Reinforcement Learning (for Autonomous Driving)

WiseMove: a Framework to Investigate Safe Deep Reinforcement Learning for Autonomous Driving [ arXiv | slides | git ]
(2019) Lee, J.

∗
, Balakrishnan, A.

∗
, Gaurav, A.

∗
, Czarnecki, K. & Sedwards, S.

∗
In: Parker D., Wolf V. (eds) QEST 2019. Lecture

Notes in Computer Science, vol. 11785. Glasgow, U.K. (cited: 20, including preprints).

Transfer Reinforcement Learning for Autonomous Driving: From WiseMove to WiseSim (cited: 1) [ git ]

(2021) Balakrishnan, A., Lee, J., Gaurav, A., Czarnecki, K. & Sedwards, S. ACM TOMAC, 31 (3), Article No. 15.

Predictive PER: Balancing Priority and Diversity Towards Stable Deep Reinforcement Learning [ NeurIPS | arXiv | video ]
(2021) Lee, S., Lee, J. & Hasuo, I. In: 2021 IJCNN. Virtual. (cited: 1).

(2020) Lee, S., Lee, J. & Hasuo, I. In: Deep Reinforcement Learning Workshop in 2020 NeurIPS. Virtual. (cited: 3).

Reinforcement Learning, Dynamic Programming and Adaptive Optimal Control

Policy Iterations for Reinforcement Learning Problems in Continuous Time and Space: Fundamental Theory and Methods
(2021) Lee, J. & Sutton, R.S. Automatica, 126, 109421. (cited: 38, IF: 5.944). [ arXiv | git ]

Policy Iteration for Discounted Reinforcement Learning Problems in Continuous Time and Space (cited: 1) [ poster | slides ]
(2017) Lee, J.Y. & Sutton, R.S. In: RLDM Extended Abstracts, 148–152. Ann Arbor, MI, USA.

https://arxiv.org/abs/1511.05952
https://doi.org/10.1007/s10458-023-09607-8
https://arxiv.org/abs/2201.07958
https://www.youtube.com/watch?v=5ZoQ1pz1WoM
http://jaeyounglee.netlify.app/Presentation_Slides/MODeM_2021_Slides.pdf
http://doi.org/10.1109/IJCNN52387.2021.9533410
https://www.youtube.com/watch?v=z3OyjEdG_pY
http://jaeyounglee.netlify.app/Presentation_Slides/IJCNN_2021_NDI_Slides.pdf
http://doi.org/10.1109/IJCNN48605.2020.9207648
http://doi.org/10.1007/978-3-030-30281-8_20
https://arxiv.org/abs/1902.04118
https://jaeyounglee.netlify.app/Presentation_Slides/(Slides)QEST2019.pdf
https://git.uwaterloo.ca/wise-lab/wise-move/
http://doi.org/10.1145/3449356
https://git.uwaterloo.ca/wise-lab/wise-move/
http://doi.org/10.1109/IJCNN52387.2021.9534243
https://drive.google.com/file/d/1Fd2DU-IhUQxF8KWpnC-1GNhHjqEXP48F/view
https://arxiv.org/abs/2011.13093
https://slideslive.com/38941401/predictive-per-balancing-priority-and-diversity-towards-stable-deep-reinforcement-learning?ref=account-folder-62083-folders
https://sites.google.com/view/deep-rl-workshop-neurips2020/home?authuser=0
http://doi.org/10.1016/j.automatica.2020.109421
https://arxiv.org/abs/1705.03520
https://github.com/JaeyoungLee-UoA/PIs-for-RL-Problems-in-CTS
http://jaeyounglee.netlify.app/Conference/RLDM2017.PDF
http://jaeyounglee.netlify.app/Presentation_Slides/RLDM2017_Poster.pdf
http://jaeyounglee.netlify.app/Presentation_Slides/RLDM2017_Slides.pdf
https://www.princeton.edu/~ndaw/RLDM17ExtendedAbstracts.pdf
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Integral Q-Learning and Explorized Policy Iteration for Adaptive Optimal Control of Continuous-Time Linear Systems
(2012) Lee, J.Y., Park, J.B. & Choi, Y.H. Automatica, 48 (11), 2850–2859. (cited: 177, IF: 5.944). [ preprint | git ]

Integral Reinforcement Learning for a Class of Nonlinear Systems with Invariant Explorations [ preprint | git ]
(2014) Lee, J.Y., Park, J.B. & Choi, Y.H. IEEE Trans. NNLS, 26 (5), 916–932. (cited: 109, IF: 14.255).

On Integral Generalized Policy Iteration for Continuous-Time Linear Quadratic Regulations [ preprint ]

(2014) Lee, J.Y., Park, J.B. & Choi, Y.H. Automatica, 50 (2), 475–489. (cited: 35, IF: 5.944).

Stability and Monotone Convergence of Generalised Policy Iteration for Discrete-Time Linear Quadratic Regulations
(2016) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. Int J Control, 89 (3), 437–450. (cited: 20).

Adaptive Dynamic Programming for Discrete-Time LQR Based on Multirate Generalised Policy Iteration (cited: 7)

(2018) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. Int J Control, 91 (6), 1223–1240.

Multi-agent Inverse Optimal Consensus and Its Applications to Vehicles’ Formation Control

Inverse Optimal Design of the Distributed Consensus Protocol for Formation Control of Multiple Mobile Robots
(2014) Lee, J.Y., Choi, Y.H. & Park, J.B. In: Proc. 53rd IEEE CDC, 2222–2227. LA, CA, USA. (cited: 4) [ preprint ]

On Stability and Inverse Optimality for a Class of Multi-Agent Linear Consensus Protocols
(2018) Lee, G.U., Lee, J.Y., Park, J.B. & Choi, Y.H. IJCAS, 16 (3), 1194–1206. (cited: 6).

LQ Inv. Optimal Consensus Protocol for Continuous-Time Multi-Agent Systems and Its Application to Formation Control
(2014) Lee, J.Y. & Choi, Y.H. Journal of ICROS, 20 (5), 526–532. (cited: 4; in Korean) [ preprint ]

Prev. Research Experiences

Jan. 2018–Mar. 2022 Research Associate (Feb. 2021–Mar. 2022) & Postdoctoral Fellow (Jan. 2018–Jan. 2021)
(excl. Jan. 2020) at WISE Lab., Electrical and Computer Engineering, University of Waterloo, ON, Canada.

Researched, analyzed and proposed:

Constrained reinforcement learning for safety-critical systems: theory and methods

Advanced prioritization methods for deep Q-learning (e.g., studied PER & proposed Predictive PER)

Algorithms for distillation/imitation of deep Q-network by decision tree, for formal verification

Game-theoretic finite horizon maneuver planner for decision-making in lane change scenarios (on-going)

Planned and developed WiseMove: a software tool to investigate safe (deep) RL for autonomous driving

Each maneuver is defined as a high-level action (i.e., an option) described by linear temporal logic

Low-level controllers and high-level decision-makers were trained using appropriate deep RL methods

Others:

Some experiences on transfer reinforcement learning and explainable AI/RL

Designed the longitudinal speed profile generator in autonomous vehicle platform

Surveyed game-theoretic multi-agent RL approaches

Aug. 2015–Dec. 2017 Postdoctoral Fellow at RLAI Lab., Computing Science, University of Alberta, AB, Canada.

Researched, analyzed and proposed in continuous domain (e.g., continuous time and space):

Dynamic programming (e.g., integral and differential policy iterations)

TD-type reinforcement learning methods (e.g., TD(λ) and actor-critic)

Extended the proposed methods to stochastic frameworks

Studied reinforcement learning in AI-perspectives and stochastic differential equations

Participated in the Alberta-Mitsubishi joint study as the project-leading researcher

rl

http://doi.org/10.1016/j.automatica.2012.06.008
http://jaeyounglee.netlify.app/Journal/[Automatica]IntegralQ-LearningForLinearSystems.PDF
https://github.com/jyounglee/LQR-integral-Q-learning/tree/master
http://doi.org/10.1109/TNNLS.2014.2328590
http://jaeyounglee.netlify.app/Journal/[NNLS]IntegralRLforCTAffineNonlinearSystemsWithInvariantExp.pdf
https://github.com/jyounglee/Nonlinear-integral-RL/
http://doi.org/10.1016/j.automatica.2013.12.009
http://jaeyounglee.netlify.app/Journal/[Automatica]OnIntegralGeneralizedPIforCTLQR.PDF
http://doi.org/10.1080/00207179.2015.1079737
http://doi.org/10.1080/00207179.2017.1312669
http://doi.org/10.1109/CDC.2014.7039728
http://jaeyounglee.netlify.app/Conference/CDC2014.PDF
http://doi.org/10.1007/s12555-016-0723-1
http://www.dbpia.co.kr/Journal/ArticleDetail/NODE02399796
http://jaeyounglee.netlify.app/Journal/LQInverseOptimal(inKorean).pdf
https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://arxiv.org/pdf/1511.05952.pdf
http://rlai.ualberta.ca
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Sep. 2007–Aug. 2015 Research Assistant at Control Engineering Lab., Electrical and Electronics Engineering,
Yonsei University, Seoul, South Korea.

Researched, analyzed and proposed:

Dynamic programming and reinforcement learning for adaptive optimal control of dynamic systems

Adaptive inverse optimal cooperative formation control for multi-agent unmanned vehicles

Organized and participated in the projects in control, autonomous driving and power systems/electronics

Project-leading · Main study · Simulations · Related survey · Analysis · Experiments

Prev. Mentoring, Teaching and Collaborating Experiences

Jan. 2018–Mar. 2022 Research Associate (Feb. 2021–Present) & Postdoctoral Fellow (Jan. 2018–Jan. 2021)
(excl. Jan. 2020) at WISE Lab., Electrical and Computer Engineering, University of Waterloo, ON, Canada.

Collaborated:

Internationally with researchers and graduate students in WISE Lab. and NII in Japan.

Interdisciplinarily in RL / deep learning / formal verification / control theory

Mentored graduate students in WISE Lab. and NII in Japan

Aug. 2015–Dec. 2017 Postdoctoral Fellow at RLAI Lab., Computing Science, University of Alberta, AB, Canada.

Mentored and collaborated with graduate students in RLAI Lab. and visiting employees from industry

Sep. 2007–Aug. 2015 Research Assistant at Control Engineering Lab., Electrical and Electronics Engineering,
Yonsei University, Seoul, South Korea.

Mentored and collaborated with graduate students in Control Engineering Lab.

Mar. 2008–Dec. 2010 Teaching Assistant in Electrical and Electronics Engineering
Yonsei University, Seoul, South Korea.

Assisted the professor in preparing and lecturing

Graduate courses – Robust Control (2008 spring) · Adaptive Control (2009 spring)

Made complete slides, lectured underlying theory, guided the experiments and evaluated the students in:

Undergraduate courses – Experimental Control and Power Electronics Engineering — Control Part
(2008 fall; 2009 fall; 2010 fall)

Projects (machine learning, control and autonomous driving fields)

Jan. 2018–Mar. 2022 ERATO: HASUO Metamathematics for Systems Design Project
(excl. Jan. 2020) – the Japan Science and Technology Agency (JST)

See Research Experiences and Mentoring, Teaching and Collaborating Experiences above (2018–2022)

Sep. 2017–Dec. 2017 Alberta-Mitsubishi Joint Study on Robotic Cable Connection Task
– Mitsubishi Electric Corporation

Surveyed related works and techniques

Studied and implemented the idea of combining demonstrations to speed up RL under sparse reward

Served as the project-leading researcher

Mentored a visiting employee of Mitsubishi Electric Corporation

May 2015–Aug. 2015 Semantic-Information-Aided Map Matching and Ground Vehicle Localization
– D2 Innovation

Contributed to the development of the graph-theoretic road-information DB-to-DB matching method

Planned, organized and wrote the project funding proposal

Planned and performed the preliminary research

Served as the project-leading researcher

https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://www.nii.ac.jp/en/
https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/
https://www.nii.ac.jp/en/
http://rlai.ualberta.ca
http://rlai.ualberta.ca
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June 2013–May 2015 A Study on the Development of a Model-free Adaptive Optimal Cooperative
Formation Protocol for Multiple Heterogeneous Unmanned Vehicles.
– National Research Foundation of Korea

Proposed and analyzed the core adaptive optimal cooperative formation protocol

Planned, organized and wrote the project funding proposal

Served as the project-leading researcher

May 2009–Apr. 2010 Adaptive Sliding-mode Formation Control and Collision Avoidance for
Multi-agent Nonholonomic Mobile Robots with Model Uncertainty and Disturbance:
Intelligent Approach – National Research Foundation of Korea

Simulated the neural-network-based adaptive sliding-mode formation control for performance evaluation

Programming, Software and Hardware Skills

Programming Skills and Languages

Python with

{
TensorFlow and Keras, for deep reinforcement learning;

Numba for code optimization.

Object-Oriented-Programming (OOP) using C++, Python and MATLAB.

MATLAB/Simulink for numerical simulations.

C/C++ for


research-purposed high-speed simulations;

MATLAB code optimization;

micro-controller firmware programming;

windows applications (MFC/API).

Selected Git Repositories

WiseMove: A Framework to Investigate Safe Deep Reinforcement Learning (Python using keras/keras-rl)

Uniformly-constrained Reinforcement Learning (C++) — currently private (available upon request)

Policy Iteration for Reinforcement Learning in Continuous Time and Space (MATLAB/Octave)

Software Skills and Experiences

PSIM · PSPICE · EMPT — Simulators for circuits · electronics devices · power systems

LATEX · HTML · Office tools (e.g., Microsoft Office · Photoshop · Illustrator)

Hardware Experiences

Micro-controllers, e.g., DSP

Designing and debugging analog (power electronics) circuits

Mathematical Writings & Activities

Study Notes on Measures and Integrations

Notes on Folland, G.B. (2013). Real Analysis: Modern Techniques and Their Applications. John Wiley & Sons.

Lee, J. (2022). Real Analysis, Probability, and Random Processes with Measure Theory. In progress.

Member of Mathematics Stack Exchange

16 questions and 8 answers posted · 906 reputation points earned (top 27% overall). [ profile ]

https://www.tensorflow.org
https://keras.io
https://numba.pydata.org
https://git.uwaterloo.ca/wise-lab/wise-move/
https://github.com/JaeyoungLee-UoA/PIs-for-RL-Problems-in-CTS
http://jaeyounglee.netlify.app/StudyMaterialsOfFollandBook.htm
http://jaeyounglee.netlify.app/FollandBookStudy/Measures_and_Integrations.pdf
https://math.stackexchange.com/
https://math.stackexchange.com/users/48341/jae-young-lee
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Professional Service Activities

Reviewer of

Automatica (16 reviews) · IEEE Trans. Cybernetics (12 reviews) · IEEE Trans. NNLS (7 reviews)

IEEE Trans. Automatic Control (3 reviews) · IJCAS (20 reviews) · Journal of ICROS (4 reviews)

Neurocomputing (1 review) · IEEE Control Systems Letters (1 review)

Reviewer of Conference Articles in Proceedings of

IEEE IV Symposium · IEEE ITSC · IEEE CDC · ACC · IEEE MSC

Member of

FormaliSE 2022 Artifact Evaluation Committee (2022)

Other Research Experiences

Other Research Experiences in Control Fields:

Neural networks for control and system identification · (Robust adaptive) sliding mode control

Vehicle(s) dynamics and control · Voltage- and current-mode control of power converters

Time-delay systems · Linear matrix inequalities (LMIs)

Projects in Power Electronics & Power Systems

July 2010–June 2011 Development of 1.5 kW high-efficiency DC-DC converter for auxiliary battery charging
in electric vehicles – LS Industrial Systems

Surveyed & analyzed various DC-DC converters in terms of topology, control methods and efficiency

Regarding the target interleaved dual-transformer DC-DC converter,

Established its circuit and mathematical models

Experimentally studied the dynamic/operational characteristics

Designed current- and voltage-mode controllers

June 2009–May 2012 Development for 22.9kV power cable fault diagnosis & traceability management system
based on TFDR – Ministry of Knowledge and Economy

Analyzed the electric transfer characteristics of power cables using Guassian chirp signals and EMTP.

Developed experimental environments for TFDR-based fault diagnosis of 22.9 kV power cables.

May 2009–Apr. 2010 Development of an archimedes wave swing power system based on 4-sided linear generators
– Ministry of Knowledge and Economy

Developed experimental environments of a miniature version for hardware verifications.

Conference & Workshop Attendance

MODeM (2021) · IJCNN (2021) · NeuIPS (2015, 2020) · QEST (2019) · RLDM (2017)

IEEE CDC (2009, 2010, 2011, 2014) · ACC (2013) · ICCAS (2010, 2013)

ICS (2014) · KIEE CICS (2008, 2014) · KIEE Summer Conference (2008, 2009, 2010, 2011, 2012, 2013)

Others

Sep. 2010–Aug. 2013 Korean military service – Professional Research Agent at Yonsei University

https://www.journals.elsevier.com/automatica
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6221036
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=5962385
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=9
https://www.springer.com/journal/12555
http://journal.icros.org
https://www.journals.elsevier.com/neurocomputing
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=7782633
https://www.formalise.org
https://www.emtp.com
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Awards and Scholarships

Awards

Feb. 2014 Academic Award in Natural Science, Yonsei University

Feb. 2013 Brain Korea 21 TMS Best Paper Award: Gold Prize, Yonsei University

Nov. 2012 Control Engineering Lab. Best Paper Award, Yonsei University

Scholarships

Sep. 2007–Feb. 2013 Brain Korea 21 Scholarship – Academic/Research Excellence, Yonsei University.

May 2013 LG PRI Scholarship – Academic/Research Excellence, LG Production and Research Institute.

Feb. 2004–Aug. 2005 University Scholarship – Academic Excellence (4/7 semesters), Kwangwoon University.

Abbreviations

ACC American Control Conference

CDC Conference on Decision and Control

DQN Deep Q-Network

ICROS Institute of Control, Robotics, and Systems (제어로봇시스템학회)

IJCAS International Journal of Control, Automation and Systems

IJCNN International Joint Conference on Neural Networks

ITSC Intelligent Transportation Systems Conference

IV Intelligent Vehicles

Int J Control International Journal of Control

JAAMAS Journal of Autonomous Agents and Multi-Agent Systems

MODeM Multi-Objective Decision Making

MSC Multi-conference on Systems and Control

NNLS Neural Networks and Learning Systems

QEST Quantitative Evaluation of Systems

RLDM Reinforcement Learning and Decision Making

TFDR Time-Frequency Domain Reflectometry

TOMAC Transactions on Modeling and Computer Simulation

Full List of Publications (∗ contributed equally)

Journal Articles

Constrained Reinforcement Learning for Safety-Critical Systems

0. Uniformly Constrained Reinforcement Learning
(2023) Lee, J.

∗
, Sedwards, S.

∗
& Czarnecki, K. Accepted for publication in JAAMAS: Special Issue on MODeM.

Deep Reinforcement Learning for Autonomous Driving

1. Transfer Reinforcement Learning for Autonomous Driving: From WiseMove to WiseSim (cited: 1) [ git ]

(2021) Balakrishnan, A., Lee, J., Gaurav, A., Czarnecki, K. & Sedwards, S. ACM TOMAC, 31 (3), Article No. 15.

Reinforcement Learning, Dynamic Programming and Adaptive Optimal Control

2. Policy Iterations for Reinforcement Learning Problems in Continuous Time and Space: Fundamental Theory & Methods

(2021) Lee, J. & Sutton, R.S. Automatica, 126, 109421. (cited: 38, IF: 5.944). [ arXiv | git ]

3. Adaptive Dynamic Programming for Discrete-Time LQR Based on Multirate Generalised Policy Iteration (cited: 7)

(2018) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. Int J Control, 91 (6), 1223–1240.

4. Integral Temporal Difference Learning for Continuous-Time Linear Quadratic Regulations (cited: 6)

(2017) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. IJCAS, 15 (1), 226–238.

https://uwaterloo.ca/waterloo-intelligent-systems-engineering-lab/sites/ca.waterloo-intelligent-systems-engineering-lab/files/uploads/files/uniformly-constrained-rl_1.pdf
https://www.springer.com/journal/10458/updates/18060632
http://doi.org/10.1145/3449356
https://git.uwaterloo.ca/wise-lab/wise-move/
http://doi.org/10.1016/j.automatica.2020.109421
https://arxiv.org/abs/1705.03520
https://github.com/JaeyoungLee-UoA/PIs-for-RL-Problems-in-CTS
http://doi.org/10.1080/00207179.2017.1312669
http://doi.org/10.1007/s12555-015-0319-1
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5. Stability and Monotone Convergence of Generalised Policy Iteration for Discrete-Time Linear Quadratic Regulations
(2016) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. Int J Control, 89 (3), 437–450. (cited: 18).

6. An Online Fault-Tolerant Actor-Critic Design for a Class of Nonlinear Systems Using Neural Network HJB Approach
(2015) Jang, S.J., Lee, J.Y., Park, J.B. & Choi, Y.H. IJCAS, 13 (2), 311–318. (cited: 17).

7. Integral Reinforcement Learning for a Class of Nonlinear Systems with Invariant Explorations (cited: 109, IF: 14.255)
(2014) Lee, J.Y., Park, J.B. & Choi, Y.H. IEEE Trans. NNLS, 26 (5), 916–932. [ preprint | git ]

8. On Integral Generalized Policy Iteration for Continuous-Time Linear Quadratic Regulations (cited: 35, IF: 5.944)
(2014) Lee, J.Y., Park, J.B. & Choi, Y.H. Automatica, 50 (2), 475–489. [ preprint ]

9. Integral Q-Learning and Explorized Policy Iteration for Adaptive Optimal Control of Continuous-Time Linear Systems
(2012) Lee, J.Y., Park, J.B. & Choi, Y.H. Automatica, 48 (11), 2850–2859. (cited: 177, IF: 5.944). [ preprint | git ]

10. Approximate Dynamic Programming for Continuous-Time Linear Quadratic Regulator Problems:
Relaxation of Known Input Coupling Matrix Assumption (cited: 14) [ preprint ]

(2012) Lee, J.Y., Park, J.B. & Choi, Y.H. IET Control Theory and Applications, 6 (13), 2063–2075.

11. Explorized Policy Iteration for Continuous-Time Linear Systems (in Korean) [ preprint ]

(2012) Lee, J.Y., Chun, T.Y., Park, J.B. & Choi, Y.H. Transactions on KIEE, 61 (3), 451–458.

Multi-Agent Inverse Optimal Consensus and Its Applications to Vehicles’ Formation Control

12. On Stability and Inverse Optimality for a Class of Multi-Agent Linear Consensus Protocols (cited: 6)

(2018) Lee, G.U., Lee, J.Y., Park, J.B. & Choi, Y.H. IJCAS, 16 (3), 1194–1206.

13. Design of Formation/velocity Consensus Protocol for Mobile Robots Based on LQ Inv. Optimal 2nd-Order Consensus
(2015) Lee, J.Y. & Choi, Y.H. Journal of ICROS, 21 (5), 434–441. (cited: 1; in Korean) [ preprint ]

14. LQ Inv. Optimal Consensus Protocol for Cont.-Time Multi-Agent Systems and Its Application to Formation Control
(2014) Lee, J.Y. & Choi, Y.H. Journal of ICROS, 20 (5), 526–532. (cited: 4; in Korean) [ preprint ]

Lyapunov-Based Adaptive Control

15. Nonlinear Adaptive Control Based on Lyapunov Analysis: Overview and Survey (cited: 5; in Korean) [ preprint ]

(2014) Park, J.B. & Lee, J.Y. Journal of ICROS: Special Issue on Technology Trends in Control, Robotics, and Systems,

20 (3), 261–269.

16. Adaptive Control for Input-Constrained Linear Systems (cited: 12)

(2012) Park, B.S., Lee, J.Y., Park, J.B. & Choi, Y.H. IJCAS, 10 (5), 890–896.

Conference Proceedings

Distillation and Imitation of Deep Q-Network By Decision Tree, for Formal Verification

1. Non-Divergent Imitation for Verification of Complex Learned Controllers (cited: 1) [ video | slides ]
(2021) Abdelzad, V.

∗
, Lee, J.

∗
, Sedwards, S.

∗
, Soltani, S.

∗
& Czarnecki, K. In: 2021 IJCNN. Virtual.

2. Improved Policy Extraction via Online Q-Value Distillation (cited: 2)

(2020) Jhunjhunwala, A., Lee, J., Sedwards, S., Abdelzad, V. & Czarnecki, K. In: 2020 IEEE WCCI (IJCNN). Virtual.

Deep Reinforcement Learning (for Autonomous Driving)

3. Predictive PER: Balancing Priority and Diversity Towards Stable Deep Reinforcement Learning (cited: 1)

(2021) Lee, S., Lee, J. & Hasuo, I. In: 2021 IJCNN. Virtual.

4. WiseMove: a Framework to Investigate Safe Deep Reinforcement Learning for Autonomous Driving
(2019) Lee, J.

∗
, Balakrishnan, A.

∗
, Gaurav, A.

∗
, Czarnecki, K. & Sedwards, S.

∗
In: Parker D., Wolf V. (eds) QEST 2019.

Lecture Notes in Computer Science, vol. 11785. Glasgow, U.K. (cited: 18, including preprints). [ arXiv | slides | git ]

Reinforcement Learning, Dynamic Programming and Adaptive Optimal Control

5. Policy Iteration for Discounted Reinforcement Learning Problems in Continuous Time and Space (cited: 1)

(2017) Lee, J.Y. & Sutton, R.S. In: RLDM Extended Abstracts, 148–152. Ann Arbor, MI, USA. [ poster | slides ]

6. Separate Integral Q-Learning for Adaptive LQ-Optimal Control of Continuous-Time Linear Systems (in Korean)

(2014) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 2014 ICS, 74–75.

7. On Integral Value Iteration for Continuous-Time Linear Systems (cited: 5) [ preprint ]

(2013) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 2013 ACC, 4215–4220. Washington, DC, USA.

http://doi.org/10.1080/00207179.2015.1079737
http://doi.org/10.1007/s12555-014-0034-3
http://doi.org/10.1109/TNNLS.2014.2328590
http://jaeyounglee.netlify.app/Journal/[NNLS]IntegralRLforCTAffineNonlinearSystemsWithInvariantExp.pdf
https://github.com/jyounglee/Nonlinear-integral-RL/
http://doi.org/10.1016/j.automatica.2013.12.009
http://jaeyounglee.netlify.app/Journal/[Automatica]OnIntegralGeneralizedPIforCTLQR.PDF
http://doi.org/10.1016/j.automatica.2012.06.008
http://jaeyounglee.netlify.app/Journal/[Automatica]IntegralQ-LearningForLinearSystems.PDF
https://github.com/jyounglee/LQR-integral-Q-learning/tree/master
http://doi.org/10.1049/iet-cta.2010.0521
http://doi.org/10.1049/iet-cta.2010.0521
http://jaeyounglee.netlify.app/Journal/[IET]ADP_for_Continuous-Time_LQR_Problems_with_Unknown_Dynamics__Relaxation_of_Known_Input_Coupling_Matrix_Assumption.pdf
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01794479&language=ko_KR&hasTopBanner=false
http://jaeyounglee.netlify.app/Journal/ExplorizedPI(inKorean).pdf
http://doi.org/10.1007/s12555-016-0723-1
http://www.dbpia.co.kr/Journal/ArticleDetail/NODE06339171
http://jaeyounglee.netlify.app/Journal/InverseOptimalDesign(inKorean).pdf
http://www.dbpia.co.kr/Journal/ArticleDetail/NODE02399796
http://jaeyounglee.netlify.app/Journal/LQInverseOptimal(inKorean).pdf
http://www.dbpia.co.kr/Journal/ArticleDetail/NODE02370933
http://jaeyounglee.netlify.app/Journal/NonlinearAdaptiveControlSurvey(inKorean).pdf
http://doi.org/10.1007/s12555-012-0504-4
http://doi.org/10.1109/IJCNN52387.2021.9533410
https://www.youtube.com/watch?v=z3OyjEdG_pY
http://jaeyounglee.netlify.app/Presentation_Slides/IJCNN_2021_NDI_Slides.pdf
http://doi.org/10.1109/IJCNN48605.2020.9207648
http://doi.org/10.1109/IJCNN52387.2021.9534243
http://doi.org/10.1007/978-3-030-30281-8_20
https://arxiv.org/abs/1902.04118
https://jaeyounglee.netlify.app/Presentation_Slides/(Slides)QEST2019.pdf
https://git.uwaterloo.ca/wise-lab/wise-move/
http://jaeyounglee.netlify.app/Conference/RLDM2017.PDF
https://www.princeton.edu/~ndaw/RLDM17ExtendedAbstracts.pdf
http://jaeyounglee.netlify.app/Presentation_Slides/RLDM2017_Poster.pdf
http://jaeyounglee.netlify.app/Presentation_Slides/RLDM2017_Slides.pdf
https://www.dbpia.co.kr/Journal/articleDetail?nodeId=NODE06095590
http://doi.org/10.1109/ACC.2013.6580487
http://jaeyounglee.netlify.app/Conference/ACC2013.PDF


9

8. An Online Single-Network Adaptive Algorithm for Continuous-Time Nonlinear Optimal Control [ preprint ]

(2013) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 13th ICCAS, 1687–1690. Kwangju, South Korea.

9. Integral Reinforcement Learning with Explorations for Continuous-Time Nonlinear Systems (cited: 16) [ preprint ]

(2012) Lee, J.Y., Park, J.B. & Choi, Y.H. in: 2012 IJCNN (in 2012 IEEE WCCI). Brisbane, Australia.

10. Comparisons of Continuous-Time and Discrete-Time Q-Learning Schemes for Adaptive Linear Quadratic Control
(2012) Chun, T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. In: 2012 Proc. SICE Annual Conference, 1228–1233. (cited: 3).

11. Design of Integral-Type Adaptive LQ Controller Based on Continuous-Time Q-Learning (in Korean)

(2012) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 43th KIEE Summer Conference, 1293–1294.

12. On Generalized Policy Iteration for Continuous-Time Linear Systems (cited: 7) [ preprint ]

(2011) Lee, J.Y., Chun, T.Y., Park, J.B. & Choi, Y.H. In: Proc. 50th IEEE CDC with ECC, 1722–1728. Orlando, FL, USA.

13. A Novel Generalized Value Iteration Scheme for Continuous-Time Linear Systems (cited: 15) [ preprint ]

(2010) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 49th IEEE CDC, 4637–4642. Atlanta, GA, USA.

14. Policy-Iter.-Based Adaptive Optimal Control for Uncertain Continuous-Time Linear Systems with Excitation Signals
(2010) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 10th ICCAS, 464–651. Ilsan, South Korea. (cited: 8) [ preprint ]

15. Online Q-Learning for Adaptive Optimal Control of DC Motor (in Korean)

(2010) Chun T.Y., Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 41th KIEE Summer Conference, 1774–1775.

16. Model-Free Approximate Dynamic Programming for Continuous-Time Linear Systems (cited: 9) [ preprint ]

(2009) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 48h IEEE CDC held jointly with 28th CCC, 5009–5014. Shanghai, China.

17. Input-Derivative-Constrained Approximate Dynamic Programming for Unknown Continuous-Time Linear Systems
(2009) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 2009 IEEE ISIE, 1148–1153. Seoul, South Korea. [ preprint ]

18. Approximate Dynamic Programming for Linear Quadratic Optimal Control with Degree of Stability (in Korean)

(2009) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 40th KIEE Summer Conference, 1794–1795.

Multi-Agent Inverse Optimal Consensus and Its Applications to Vehicles’ Formation Control

19. Inverse Optimal Design of Graphical Formation Control of Mobile Robots Considering Their Kinematics and Dynamics
(2015) Lee, J.Y., Choi, Y.H. & Park, J.B. In: Proc. 15th ICCAS, 1166–1171. Busan, South Korea.

20. Inverse Optimal Design of the Distributed Consensus Protocol for Formation Control of Multiple Mobile Robots
(2014) Lee, J.Y., Choi, Y.H. & Park, J.B. In: Proc. 53rd IEEE CDC, 2222–2227. LA, CA, USA. (cited: 4) [ preprint ]

21. Design of Distributed Inverse Optimal Protocol for Formation Control of Nonholonomic Mobile Robots (in Korean)

(2014) Lee, J.Y. & Choi, Y.H. In: Proc. 2014 KIEE CICS, 213–217.

22. State Transformation Method for Design of Graph-Consensus Optimal Formation Control for Multiple Mobile Robots
(2013) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 44th KIEE Summer Conference, 1562–1563. (in Korean).

Power Systems Fault Diagnosis and Power Electronics Control

23. A Simple LQ Suboptimal Control Scheme for a DC-DC Step-Down Converter Based on Approximate Affine Dis-
cretization of Continuous-Time PWM Linear Systems (in Korean)

(2011) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 42th KIEE Summer Conference, 1872–1873.

24. A Reflection Model of Ground-Fault on 22.9 KV Power Cables and Its EMTP Simulations for TFDR (in Korean)

(2010) Lee, J.Y., Park, J.B. & Kwak, K.S. In: Proc. 41th KIEE Summer Conference, 1734–1735.

Advanced Control Techniques

25. Adaptive Iterative Learning Control for Improved Walking of Biped Robot (in Korean)

(2010) Jang, S.J., Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 41th KIEE Summer Conference, 1780–1781.

26. Adaptive Sliding Mode Control of Nonlinear Systems Using Neural Network and Disturbance Estimation Technique
(2008) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 39th KIEE Summer Conference, 1759–1760. (in Korean).

27. A Design of Global Optimal Sliding Mode Controller for Discrete-Time Linear Systems (in Korean)

(2008) Lee, J.Y., Park, J.B. & Choi, Y.H. In: Proc. 2008 KIEE Conference: Information and Control Systems, 435–436.

http://doi.org/10.1109/ICCAS.2013.6704205
http://jaeyounglee.netlify.app/Conference/ICCAS2013.PDF
http://doi.org/10.1109/IJCNN.2012.6252508
http://jaeyounglee.netlify.app/Conference/WCCI2012.PDF
http://ieeexplore.ieee.org/abstract/document/6318633/
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01915912
http://doi.org/10.1109/CDC.2011.6161462
http://jaeyounglee.netlify.app/Conference/CDC2011.PDF
http://doi.org/10.1109/CDC.2010.5718015
http://jaeyounglee.netlify.app/Conference/CDC2010.PDF
http://doi.org/10.1109/ICCAS.2010.5670225
http://jaeyounglee.netlify.app/Conference/ICCAS2010.PDF
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01534604
http://doi.org/10.1109/CDC.2009.5400371
http://jaeyounglee.netlify.app/Conference/CDC2009.PDF
http://doi.org/10.1109/ISIE.2009.5218330
http://jaeyounglee.netlify.app/Conference/ISIE2009.PDF
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01407713
http://doi.org/10.1109/ICCAS.2015.7364804
http://doi.org/10.1109/CDC.2014.7039728
http://jaeyounglee.netlify.app/Conference/CDC2014.PDF
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE06094522
https://www.dbpia.co.kr/Journal/articleDetail?nodeId=NODE02310747
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01776296&nodeId=NODE01776296&medaTypeCode=185005&language=ko_KR&hasTopBanner=false
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01776296&nodeId=NODE01776296&medaTypeCode=185005&language=ko_KR&hasTopBanner=false
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01534585
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01534607
https://www.dbpia.co.kr/journal/articleDetail?nodeId=NODE01677259
https://scienceon.kisti.re.kr/srch/selectPORSrchArticle.do?cn=NPAP08302895&dbt=NPAP
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Workshop Articles

Constrained Reinforcement Learning for Safety-Critical Systems

1. Recursive Constraints to Prevent Instability in Constrained Reinforcement Learning (cited: 1) [ video | slides ]
(2021) Lee, J.

∗
, Sedwards, S.

∗
& Czarnecki, K. In: Proc. 1st MODeM 2021, Hayes, Mannion, Vamplew (eds.). Virtual.

Deep Reinforcement Learning

2. Predictive PER: Balancing Priority and Diversity Towards Stable Deep Reinforcement Learning (cited: 3)

(2020) Lee, S., Lee, J. & Hasuo, I. In: Deep Reinforcement Learning Workshop in 2020 NeurIPS. Virtual. [ arXiv | video ]

Continual Learning

3. Simple Continual Learning Strategies for Safer Classifers (cited: 7)

(2020) Gaurav, A., Vernekar S., Lee J., Sedwards S., Abdelzad V. & Czarnecki K. Workshop on Artificial Intelligence Safety

(SafeAI 2020) in AAAI. New York, NY, USA.

Other ArXiv Preprints

Decision-Making for Autonomous Driving

(1) Design Space of Behaviour Planning for Autonomous Driving (cited: 13)

(2019) Ilievski, M., Sedwards, S., Gaurav, A., Balakrishnan, A., Sarkar, A., Lee, J., Bouchard, F., De Iaco, R. & Czarnecki, K.

Dynamic Programming and Optimal Control

2. Invariantly Admissible Policy Iteration for a Class of Nonlinear Optimal Control Problems (cited: 2)

(2014) Lee, J.Y., Park, J.B. & Choi, Y.H.

Korean Patents

Dynamic Programming and Optimal Control

1. Apparatus and Method of Control Linear System (선형시스템 제어장치 및 방법)
(2011) Lee, J.Y. & Park, J.B. Patent No.: 1050197. Date of Patent: 2011.07.12.

Updated on April, 4th, 2024.

https://arxiv.org/abs/2201.07958
https://www.youtube.com/watch?v=5ZoQ1pz1WoM
http://jaeyounglee.netlify.app/Presentation_Slides/MODeM_2021_Slides.pdf
https://drive.google.com/file/d/1Fd2DU-IhUQxF8KWpnC-1GNhHjqEXP48F/view
https://sites.google.com/view/deep-rl-workshop-neurips2020/home?authuser=0
https://arxiv.org/abs/2011.13093
https://slideslive.com/38941401/predictive-per-balancing-priority-and-diversity-towards-stable-deep-reinforcement-learning?ref=account-folder-62083-folders
http://ceur-ws.org/Vol-2560/paper6.pdf
https://safeai.webs.upv.es
https://arxiv.org/abs/1908.07931
https://arxiv.org/abs/1402.4187
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